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ABSTRACT

High-resolution (A4 = 115 mA) emission spectra of molecular hydrogen produced by electron-impact
excitation at 100 eV have been obtained in the wavelength range 900-1200 A. The emission spectra can
be assigned to transitions between the X 'YX ground state and the lso,npo, ', and lso,npm, 'II,
Rydberg states. Synthetic rotational line spectra based on the excitation function of Liu et al. and calcu-
lated 2pc B '3/-X 'Y, 2pn C 'II,-X 'S, 3pc B’ 'L[-X '3F, and 3paD 'II,-X '¥) transition
probabilities of Abgrall et al. are generally found to be in good agreement with the experimental spectra
in the regions where emissions from 1so,npa, (n > 4) and 1so,npm, (n > 4) states are negligible. Emission
cross sections for D 1}, D’ 'I1,, and D" 'TI,, B’ !X}, and B” '3 states are obtained by measuring
the emission intensities from these states relative to those from the B 'YX, ,C 'I1,, and D 'II, states. A
high- resolution EUV calibration technique is established. At 100 eV the emission cross sections of the D
mm,, o ', D’ ', B '¥f, and B’ 'X; states are measured to be (2.8 +0.4) x 10718,
6.3+ 13)x1071%,(59 + 1.7) x 1072°, (2.1 + 0.3) x 1078, and (1.6 + 0.4) x 10~ !° cm?, respectively. In
addition, the vibrational emission cross sections have been compared to the estimated excitation cross
sections to obtain the predissociation yields for selected vibrational levels of the D ‘1, D’ 'T1;f and D”
1} states. The B’ !X state is inferred to have very significant excitation into the H(1s)+H(2p, 2s)

dissociative continuum.

Subject headings: methods: laboratory — molecular processes — ultraviolet: ISM

1. INTRODUCTION

Electron-impact excitation of molecular hydrogen is an
important astrophysical process. Since the early Voyager
and IUE flights, it has been known that electron-impact
excitation of H, is the primary VUV emission process in the
atmospheres of outer planets (Broadfoot et al. 1979; Clarke
et al. 1980). Several recent spacecraft observations of Jupiter
aurorae with the Hubble Space Telescope (Clarke et al.
1994; Trafton et al. 1994; and Kim, Caldwell, & Fox 1995)
and with the Galileo spacecraft (Ajello et al. 1998) have all
confirmed the importance of electron-impact excitation of
H,. In addition, collisional excitation of H, has been
observed by the Hopkins Ultraviolet Telescope (HUT) at
low resolution in the extreme ultraviolet (EUV) region from
the outer planets (Morrissey et al. 1997) as well as from
Herbig-Haro objects in the interstellar medium (ISM)
(Raymond, Blair, & Long 1997). The Cassini spacecraft en
route to Saturn is equipped with a UV spectrometer to
study H, aurorae in both the EUV (800-1150 A) and far-
ultraviolet (FUV) (1150-1700 A) regions. Finally, the recent
launch of the Far Ultraviolet Spectroscopic Explorer
(FUSE) satellite observatory with a resolving power (1/A1)
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of 30,000 and spectral range from 905 to 1187 A, which has
included many guaranteed observation time for the outer
planets and ISM, attests the continued keen interest in
high-resolution emission studies of H, in the EUV region.

Electron-impact excitation of H, is a significant process
in certain dense interstellar clouds by a variety of mecha-
nisms. First, cosmic-ray radiation produces a large number
of electrons (Cravens & Dalgarno 1978; Sternberg, Dal-
garno, & Lepp 1987; Gredel et al. 1989). When molecular
clouds are irradiated with intense, penetrating X-rays, sig-
nificant numbers of photoelectron are generated by photo-
ionization of the heavy atoms in the gas and grains. These
electrons can excite, ionize, and dissociate molecular hydro-
gen (Shull & Beckwith 1982).

High-resolution spectra of the nps X} and npm II,
Rydberg series of molecular hydrogen have been studied
primarily by photoabsorption, photonionzation, and non-
linear laser techniques. Combination of a low-temperature
high-resolution photoabsorption studies in the 765-835 A
region (Herzberg & Jungen 1972) and low-temperature
photoionization studies in the 745-805 A region (Demher &
Chupka 1976) with multichannel quantum defect analysis
have yielded a good description of channel interactions
(Jungen & Atabek 1977; Herzberg & Jungen 1972), prediss-
ociation (Jungen 1984), and rovibrational autoionization
(Raoult & Jungen 1981; Cornaggia, Giusti-Suzor, & Jungen
1987; Pratt et al. 1990, 1992; Dehmer et al. 1992) for the
high-lying Rydberg states. Photodissociation studies by
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Guyon, Breton, & Glass-Maujen (1979), Glab & Hessler
(1987, 1990), Beswick & Glass-Maujean (1987), Glass-
Maujean, Frohlich, & Beswick (1988), and McCormack et
al. (1993) have contributed significantly to our understand-
ing of the predissociation of the npo X and npn II,
Rydberg series. Spectroscopic works on H, prior to 1979
have been summarized by Huber & Herzberg (1979).
Laboratory studies between 1979 and 1994 have been
reviewed by Roncin & Launay (1994), who have also pro-
vided extensive tabulation of emission lines observed in
their discharge studies. More recently, chemical reactions of
H, npo and npn Rydberg series with excited H atoms or H,
molecules have been investigated by Pratt et al. (1994) and
Dehmer & Chupka (1995). Ubachs and coworkers have
also performed several experimental studies of H, and its
isotope analogs in the EUV region at sub-Doppler
resolution using nonlinear laser techniques (Hinnen et al.
1994a, 1994b, 1995; Reinhold, Hogervorst, & Ubachs 1996,
1997; Hogervorst et al. 1998). They also discussed the possi-
bility of H, in excited Rydberg states as the carrier of the
diffuse interstellar bands (Hinnen & Ubachs 1995, 1996;
Ubachs, Hinnen, & Reinhold 1997). However, no high-
resolution studies of electron-impact induced emission of
H, in the EUYV region have yet been reported.

The npo T and npn T1, Rydberg series have also been
studied theoretically. Jungen & Atabek (1977) calculated
the nonadiabatic energies of the two Rydberg series with
multichannel quantum defect theory. Wolniewicz & Dress-
ler (1988, 1992) and Senn, Quadrelli, & Dressler (1988) have
calculated the nonadiabatic couplings among the B !X}, C
T1,, B '}, and D TI, states. Some of the results have
been utilized to calculate the B 'Y, -X 'Xf, C'II,-X 'Z,
B 'E7-X '2f, and D 'I,-X 12* transition probablhtles
by Abgrall et al. (1987, 1993a 1993b 1994, 1997) and
Abgrall & Roueff (1989).

We have previously reported a high-resolution
(AL =0.136 A) study of electron-impact-induced emission
spectra of H, in the FUV region (1140-1700 A) under opti-
cally thin conditions (Liu et al. 1995). We showed that
models utilizing Allison & Dalgarno (1970) band transition
probabilities partitioned by Honl-London factors yield
incorrect intensities when local perturbations and the rota-
tional dependence of the transition dipole matrix element
are not negligible. We have also shown that both discrete
and continuum B 'Y -X 'EF and C 'I1,-X 'X; transition
probabilities calculated by Abgrall et al. (1987, 1993a,
1993b, 1993c) and Abgrall & Roueff (1989) accurately
reproduce the relative experimental intensities and correctly
account for the effects of B'X—C I, couplings and large
centrifugal distortion potentials (Liu et al. 1995; Abgrall et
al. 1997). However, as a part of our FUV study, we noted
that the B' 'S, and D 'II, emission cross sections obtained
by Ajello et al. (1984, 1988) from their low-resolution (~5
A) study overestimated the emission intensities of some
vibrational bands of the B’ 'L -X 'L and D 'I,-X 'X
transitions by 200%—-400%. Since the predissociation yields
reported by Ajello et al. are closely related to the emission
cross section, the FUV work strongly suggested large errors
in the reported predissociation yields and excitation cross
sections.

As a continuation of our experimental program, we
report the first high-resolution electron- impact study of
molecular hydrogen emission in the EUV region (900-1200

) Specifically, the high-resolution spectrum enables us to
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obtain well-resolved rotational lines of different band
systems and to examine the relative accuracy of the calcu-
lated B'X-X '3f, C 'II,-X '=f, B 'L/-X '3} and D
I,-X 12+ transition probablhtles of Abgrall et al. (1987,
1989 1993a 1993b, 1993c, 1994) in certain spectral regions.
We then utilize the calculated B 'E;-X 'Z;, C 'II,-X
'3, and D 'II;-X 'X transition probab111t1es ‘and
recently determlned exc1tat10n functions (Liu et al. 1998) to
obtain calibrated relative intensities. Emission cross sec-
tions of the B’ X, B” '¥}, D 'Il,, D' 'I1,, and D" '1I,
states are measured from their individual line emission
intensities relative to those of B'X-X '=,C 'I,-X 'L,
and D 1, -X 12; transitions. Nonradiative y1e1ds are
inferred by comparing the emission cross section with esti-
mated excitation cross sections.

The organization of the present paper is as follows.
Section 2 gives a brief description of the experimental
apparatus used to measure the EUV spectrum. Experimen-
tal difficulties such as compromises between signal-to-noise
ratio, data acquisition time, and optical thickness are dis-
cussed. Methods employed to estimate the effective column
densities in the crossed-beam configuration are also
described. Section 3 provides a concise description of
electron-impact-induced emission intensities and the theo-
retical model used to analyze the observed spectral inten-
sities. Section 4 deals with the analysis of spectra. A
comparison of the relative intensities between observed and
synthetic spectra over a number of narrow wavelength
regions permits an examination of the relative accuracy of
the calculated transition probabilities in these spectral
regions. The instrumental sensitivity curve is derived by
comparing the (raw) observed and synthetic spectra. The
sensitivity curve is used, in turn, to calibrate the (raw) emis-
sion spectra obtained at 100 eV. Emission intensities from
the B X, B” ¥}, D' '1,, and D" 'I1, states are obtained
from the calibrated spectra and are summed. The emission
cross sections for these states are established by their rela-
tive intensities to B 'L -X 'S, C 'IL-X 'ES, and D
M, -X '% transitions that are free from predlssomatlon
and autoionization and whose emission cross sections are
known (Liu et al. 1998) or can be calculated reliably from
theoretical oscillator strength (Abgrall et al. 1994). In § 5,
the emission yields are obtained by comparing the derived
emission cross sections with estimated excitation cross sec-
tions. The implications of these emission yields are also
discussed. Finally, § 6 summarizes the results of the present
work.

2. EXPERIMENTAL SETUP

The essential features of the experimental setup have been
described in detail by Liu et al. (1995). So, we will briefly
outline common features of the setup and stress the differ-
ences between the present and the previous experimental
configurations. Our experimental system consists of a 3 m
VUV spectrometer (Acton VM-523-SG) and an electron
collision chamber. Electrons produced by heating a thoriat-
ed tungsten filament are collimated with an axially sym-
metric magnetic field of ~100 G and accelerated to a
kinetic energy of 100 eV. The accelerated electrons, which
move horizontally, collide with a vertical beam of molecular
hydrogen gas formed by a capillary array. The cylindrical
interaction region is about ~3 mm in length and ~2 mm in
diameter. Optical emission from electron-impact—excited
H, is dispersed by the spectrometer, which has an aperture
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ratio of £/28.8 and a field of view of 3.8 mm (horizontal) by
2.4 mm (vertical). The dispersed radiation is detected with a
channel electron multiplier (Galileo 4503) coated with Csl.
A Faraday cup is used to minimize backscattered electrons
and monitor the electron beam current.

Unlike the emissions in the FUV region, a number of
transitions in the EUV region involve the v; = 0 (resonance)
level of the X 'X.F state. If the density of H, is too high, the
resonance self-absorption can be significant. In particular,
self-absorption is problematic for the strong emissions from
the v; = 04 levels of the C 'II, state to the v; = 0 level of
the ground X 'z} state. In order to measure the relative
intensities accurately, the resonance self-absorption has to
be minimized by reducing the number density of molecular
hydrogen. On the other hand, this reduction in the density
of H, results in weaker primary emission intensities, which
is in conflict with the desired spectral high resolution and
good signal-to-noise ratio, especially for the B” 'Zf-X
25, D' 'I,-X 'X,and D" 'II,-X 'X transitions, whose
intensities are very weak. Thus, compromises between
sample pressure, spectral resolution, signal-to- noise ratio,
and data acquisition time have to be made.

To increase the sensitivity in the EUV region, the present
experiment utilizes a custom coated B,C concave grating
with 1200 grooves mm ™~ ! The grating, 104 x 65 mm in size,
is blazed at 1200 A with an angle of 4°7'. It has an efficiency
in first order of 38.2%, 38.6%, and 37.6% at 920, 1025, and
1215 A, respectively. The custom coating of B,C was per-
formed at NASA Goddard Space Flight Center. The thick-
ness of the coating is 508 A. In comparison with the
previously used Al + MgF, coating, the B,C coating
increases the sensitivity by a factor of 1.6-4 in the 800-1150

region.

Since the EUYV spectral region is more congested than the
FUV spectral region, it was decided that the spectral
resolution should not be lower than 0.125 A FWHM. Emis-
sion spectra in the 800-1440 A region were acquired in first
order with a slit width of 40 um. The spectral resolution of
the experiment was about 0.115 A as measured at zero
order. However, the wavelength increment was increased to
0.040 A per step, which yielded a FWHM of about three
steps. Owing to the general weakness of the B” 'S -X '3 F,
D' 'I,-X 'X, and D" 'II,-X 'SS transitions, each data
point was 1ntegrated for about 70 S, ‘which resulted in a total
acquisition time of ~ 13 days. To reduce the degree of reso-
nance absorption, the H, pressure was lowered from
3 x 10™* torr (which was used for the previous FUV study
by Liu et al. 1995) to 1.2 x 1073 torr. Because pressure was
measured on the H, flow at about 10 cm downstream of the
collision region, the reading really represents the steady
state background pressure in the chamber. Owing to the
large pressure gradient in the crossed-beam measurement,
the background pressure reading is not a reliable indicator
of the H, number density in the collision region (see below).
However, it was used as a convenient relative indicator of
the number density and as a measurement of any pressure
fluctuations (< 2%) during the scan.

The wavelength scale of the observed spectrum was
established by assuming a uniform grating step size and by
using the absolute wavelength of the H Lyman series emis-
sions. The mechanical limitation of the stepping motor, and,
more importantly, the slight temperature fluctuation of the
spectrometer (+0°3 C) during the scan resulted in signifi-
cant slowly varying nonuniform wavelength shifts. The
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wavelength error could be estimated by comparing the
present observed spectra of H, with the model spectra of
H,, which utilizes the experimentally derived energy levels
of Roncin & Launay (1994). The largest wavelength error,
as measured from the extremes of negative and positive
shifts, was found to be 0.09 A. As frequencies of many
strong transitions of H, have been accurately measured in
the previous studies, the effect of the small wavelength devi-
ation can be reduced by aligning the observed and model
spectra in 10 A intervals over strong features. Hence, the
wavelength shifts did not cause any significant problems for
the analysis reported in the present paper.

The crossed-beam measurement introduces a large pres-
sure gradient in the collision region. To account accurately
for any resonance self-absorption, the effective column
density of the experiment must be known. Two methods
were used to estimate the effective column density. The first
method involved a comparison between the spectral inten-
sities measured in the swarm and crossed-beam configu-
ration. First, the spectral intensity of a strong nonresonance
transition such as the Q(1) line of the (0, 2) Werner band
was recorded at the operating sample pressure (i.e., chamber
background pressure reading 1.2 x 1073 torr) in the
crossed-beam mode. Then, without changing any other
experimental conditions, the measurement was repeated in
the swarm mode. The collision chamber was slowly filled
with H, gas until the same gauge pressure was reached.
After the system had stabilized, the intensity of the same
nonresonance spectral feature was measured. At an oper-
ating background pressure reading of 1.2 x 1073 torr, the
spectral intensity measured in the swarm mode was found
to be 6.5 + 0.4 times weaker than the corresponding inten-
sity in the crossed-beam mode. Since there is no pressure
gradient in the swarm measurement, its H, foreground
column density is simply the product of a uniform number
density and optical path length, which is 11.05 cm. The
effective foreground column density for the crossed-beam
mode is 6.5 + 0.4 times the foreground column density of
the swarm mode and is determined to be (2.7 + 0.2) x 10!3
cm 2. This number, however, likely represents the upper
limit for actual foreground column density in the crossed-
beam mode because of the finite viewing angle of the detec-
tion system. The electron-H, interaction region was larger
in the swarm measurement than in the crossed-beam mea-
surement. With the arrangement of the collision chamber
and detection system optimized for the crossed-beam mode,
certain portions of spectral emission may not be detected
efficiently or may not even be detected in the swarm mea-
surement. While the effect of the finite field view is some-
what difficult to quantify, we estimate that it inflates the
foreground column density of the crossed-beam mode by
10%-15%. After the effect of the finite view region of the
detection system is taken into account, the effective column
density of the crossed-beam experiment is obtained as
(23 +0.6) x 10*3cm ™2,

The second method of estimating effective foreground
column density involves a comparison of synthetic spectra
with relative intensities of strong resonance transitions
obtained at different foreground column densities. The
model considers resonance fluorescence excitation with a
standard absorption and curve-of-growth subroutine (see
eqs. [2a]-[2c] in § 3). In the present experiment, fluores-
cence excitation is so small when compared with the
primary electron-impact excitation that any subsequent
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emission due to fluorescence excitation can be safely
neglected (see § 4.1.1). The net effect of the resonance excita-
tion is the attenuation of the primary emission that ends at
the v; = O level of the X ' state. Since the attenuation has
a nonlinear dependence on its quantum state column
density, comparison of the synthetic spectra against the
observed resonance spectra enables an estimation of the
foreground column density. The relative intensities of the
R(0), R(1), R(2), Q(1), and P(3) lines for each of the (v = 0-5,
vy = 0) Werner bands, which have large oscillator strengths
and cover fairly wide quantum state column density ranges,
are selected for the comparison. The selected lines for each
of the Werner bands all lie within 6 A spectral regions. Since
the instrumental sensitivity variation is less than 1% in each
of these 6 A regions, comparison can be performed with the
raw (uncalibrated) spectra. The effective column density
estimated by this method is (2.0 + 0.3) x 10'3 cm ™2, which
is consistent with the value (2.3 +0.6) x 10** cm™?2
obtained from the swarm and crossed-beam comparative
measurements.

3. THEORY

The volumetric photon emission rate (I) from electron-
impact excitation is proportional to the excitation rate and
emission branching ratio:

A(Uj, U5 Jj, Jy)
A(v;; J))

x [1—n(;, J)I[1 — x(e;;, )], (1)

where the indices j and i refer to the upper and lower elec-
tronic state vibrational and rotational levels, respectively,
and summation over the missing index is assumed. v and J
refer to vibrational and rotational quantum numbers.
A(vj, v;; J;, J;) is the Einstein spontaneous transition prob-
ability for emission from level (v;, J;) to level (v;, J;), and
A(vj, J;) is the total radiative transition probability for level
(vj, J;). n(v;, J;) represents the yield of nonradiative pro-
cesses. Under the present experimental conditions, collision
deactivation is 10*~10° times slower than radiative decay
and is therefore negligible. So, #(v;, J;) normally includes
predissociation, dissociation, and autoionization. As dis-
cussed in § 4.1.3, the nonradiative yield, #, is zero for all the
B'Lf-X '3, C 'II,-X 'S and D 'TI; -X '=S bands
and the transitions involving the D 'TI," levels that lie below
the H(1s)+ H(2/) dissociation limit. x(e;;,{;) in equation (1)
an is attenuation factor that measures the self-absorption
for the resonance transitions. x;; relates the extinction coef-
ficient, €;;, and the quantum state column density, {;, by

I(Uj, v;; Jj, J) = g(”j; Jj)

1
—1_ 2
K 1.0 + 0.9948(e;, )™+ (2a)

2472 x107°2J;+1

eij - v3T0.5 2Jl + 1 A(vj’ U5 Jj’ Jl) s (2b)
N(via Jl)

Ci = N.?), 2c
N, 0o, M 29

where v is the transition frequency in cm ™!, N(v;, J;) is the
population at the level i, Q, is the partition function, and
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N, ¢ is H, foreground column density in cm™~2. At T = 300
K, the fractional population, N;/N,, for v; > 1 is less than
1.4 x 1078, Thus, the attenuation factor k;; due to reso-
nance absorption vanishes unless v; is 0.

The excitation rate, g(v;, J;) of equation (1), represents the
sum of the excitation rates from the rotational and vibra-
tional levels of the X ' state. It is proportional to the
population of the molecule in the initial level, N(v;, J;), the
excitation cross section (;;), and the electron flux (F,):

g(l’j; Jj) = Fez N(v;, J))o(v;, Vj; Ji 'Ij) , 3)
where the cross section g;; is calculated from the analytical

function (Shemansky, Ajello, & Hall 1985a; Shemansky et
al. 1985b)

o, RyRy[C, /1 1 ‘C
2=%llf%— )+2Jw—n
0

na E; E |C,\Xx* X3) " = C,
Cs Cg1
—kCe X =54 26 X
x exp (—kCg ):||:+C7 + C. X+ In( ):|, 4)

where a, and Ry are the Bohr radius and Rydberg constant,
respectively; f;; is the optical absorption oscillator strength;
E and E;; are the electron impact and transition energies,
respectively; and X = E/E;;. The coefficients C,/C, (k = 0—
6) and Cg are determined by fitting the experimentally mea-
sured relative excitation function. For the present work,
C,/C, (k = 0-6) and Cg determined by Liu et al. (1998) for
the Lyman and Werner band systems of H, are used for the
direct excitation of the B 'Sf-X '=f, C 'II,-X '5F, B’
'2Fr-X %, and D 'II,-X ', band systems. In addition
to the direct excitation, cascade excitation from the excited
'3 ) states such as the EF 'Y state is also significant
(Ajello et al. 1984; Liu et al. 1995; Abgrall et al. 1999). While
the EF 'Xf—C 'I1, cascade excitation is generally believed
to be negligible, the EF 'X7-B ', transition is known to
significantly enhance the emission from the low v; levels of
the B 'Y, state. The cascade excitation model recently
detailed by Abgrall et al. (1999) is used for the present
analysis. Figure 1 shows the synthetic spectra for the B
Sr-X12f,C'M,-X 'Ef,B' '£f-X 2, and D 'T1,-X
'3 band systems when self-absorption is negligible.

Owing to the possibilities of 1" —I1.} perturbations and
the rotational dependence of the transition dipole matrix
elements, the present work defines the total excitation cross
section of an electronic band system as the statistically aver-
aged total excitation cross section,

1
* NoQpi7

o g Ni- (5)

ij

4. ANALYSIS AND RESULTS

4.1. Relative Accuracy of the Model
4.1.1. Self-Absorption

For analysis of the present work, we adopt a foreground
column density of 2.0 x 10'* cm~2. Under this condition,
the self-absorption model utilizing equations (2a)~(2c)
shows that the largest attenuations for the B’ 'Y} and D
11, states are 1.8% and 2.7%, which occur at the 1(2, O)R
line of B’ 'S -X ' and the 1(1, 0)Q line of D 'IT,—X
13, respectively. Thus, all the transitions of the B’ 'X-X
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F16. 1.—Calculated electron-impact-induced emission spectra of the B
X T}, € M,-X '=f, B 'Ef-X 'T}, and D 'T,-X 'S band
systems for H, molecule at 300 K and 100 eV. The intensities of the B’
'Zy-X 'Tf and D 'TI,-X 'T band systems have been expanded by a
factor of 3. Note that the strong line at 946.98 A in the Lyman band system
corresponds to the R(1) line of the (14, 0) band, whose intensity increases
by a factor of ~7 as a result of coupling between the v; = 3 of the C 'II,
state and v; = 14 of the B 'Z,; state (see text and Liu et al. 1995).

s and D 'II,-X 'X, band systems can be considered as
optically thin. Since the oscillator strengths for the B”
Zr-X TS, D' 'I,-X '2, and D" 'II,-X 'E systems
are even smaller, the effect of self-absorption does not need
to be considered for these band systems.

For certain vibrational bands of the B'X—X 'Y and C
'TI,-X 'X. systems, however, resonance absorption is very
significant. In general, for a given (v;, v; = 0) band, the
strongest attenuation occurs at the Q(1) transition for the C
11, state and at R(1) lines for the B X} and C I states.
In the Lyman system, several of the largest self-absorptions
are 11%, 12%, 13%, 11%, 10%, and 10.1% for the R(1)
emission of the (5, 0), (6, 0), (7, 0), (8, 0), (9, 0), and (14, 0)
bands, respectively. For the Werner system, resonance
absorption attenuates the Q(1) emission of the (v, = 0-5, 0)
bands by factors 15%, 24%, 23%, 17%, 11%, and 6%,
respectively, and the corresponding R(1) lines by 13%, 22%,
23%, 6%, 8%, and 5%, respectively.

While resonance fluorescence excitation attenuates
certain transitions of the Lyman and Werner bands signifi-
cantly, its effect on overall emission intensities is insignifi-
cant. For example, at the adopted foreground column
density, the attenuation for the total Lyman and Werner
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band emission intensities between 900 and 1150 A is only
1.4% and 3.4%, respectively.

It should be pointed out that the above calculations
implicitly assume the precision of the self-absorption model
and adopted foreground column density. Nevertheless, the
two independent measurements of foreground column
density described in § 2 yielded values that agree with each
other, supporting the self-absorption model and adopted
foreground column density. The fact that the self-
absorption model can reproduce the relative intensities of
the resonance rotational lines in each of the (v, = 0-5, vy =
0) (see § 4.3) bands provides further confidence in the self-
absorption model.

If the foreground column density is raised from
2.0 x 10** cm~2 to 2.5 x 10! cm ™2, the most significant
intensity attenuation, at the Q(1) line of the (1, 0) band for
the Werner system, increases from 24% to 30%. In the very
unlikely scenario that the self-absorption model carries a
20% error, it introduces only 6% of error in the worst case.
Since resonance excitation attenuates the overall Werner
band emission between 900 and 1150 A by only 3.4%, any
errors in the self-absorption model and foreground column
density are, in general, negligible.

4.1.2. Relative Accuracy of Cross Sections and
Transition Probabilities

In the limit of no nonradiative processes and no reso-
nance absorptions, the accuracy of the model depends on
the precision of the excitation function coefficients (C,/C,
and Cg), calculated transition probabilities and oscillator
strength of equations (1) and (4). Since the present work
measures the relative spectral intensities, only the relative
accuracy of the cross section and transition probabilities
needs to be discussed.

The absolute error for the Lyman and Werner band cross
sections at 100 eV, as reported by Liu et al. (1998), is less
than 15%. The relative cross section error between the
B!~} and C I, states at the same energy, however, is
significantly lower and is estimated to be less than 2% (see
Table 2 of Liu et al. 1998). Thus, from a relative intensity
point of view, the error in excitation function coefficients
can be safely neglected for the B 'YX 'S and C 'II,-X
'3 transitions. The excitation coefficients for the B’ ‘X,
and D 'TI, states have not been measured. However, since
B X' and B !X}, and D 'TI, and C II, belong to the
same Rydberg series and since the excitation shape func-
tions of the B '} and C II, states are found to be the
same within experimental error (Liu et al. 1998), it seems
reasonable to assume that the excitation function coeffi-
cients of the B’ 'Z.; and D 'II, states are also the same as
those of the B !X} and C TI, states. Moreover, relative
cross section errors due to the difference in excitation shape
functions at 100 eV (which roughly corresponds to X = 7-8
for B 1T} and D 'II, states) are expected to be a few
percent. Finally, because the band oscillator strength of the
B 'Ef-X '3 and D 'I1,-X 'X) systems are significantly
smaller than those of the Lyman and Werner bands, the
errors due to the assumption on the relative emission inten-
sities are unlikely to be significant.

The relative accuracy of the model spectra is thus pri-
marily determined by the relative precision of the transition
probabilities (and oscillator strengths), which, in turn,
depend on the accuracy of the electric dipole matrix ele-
ments and the transition frequencies. The transition prob-
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abilities calculated by Abgrall et al. (1993a, 1993b, 1993c,
1994) are obtained by solving a system of four coupled
Schrodinger equations for the B X}, C 11, B’ 1T}, and D
11, states based on the ab initio transition moments and
potentials calculated by Dressler & Wolniewicz (1985,
1986), Ford et al. (1975), Rothenberg & Davidson (1967),
and Wolniewicz & Dressler (1988, 1992). To improve the
accuracy, Abgrall et al. have adjusted the ab initio poten-
tials so that the calculated transition frequencies for the
lowest J levels agree with experimental values. As a result,
all calculated transition frequencies deviate by less than 1.5
cm~?! from the high-resolution experimental frequencies of
Roncin & Launay (1994). As the observed transition fre-
quencies are of the order ~1 x 10° cm ™!, uncertainties in
transition frequencies are completely negligible, and uncer-
tainties in transition probabilities arise almost exclusively
from the transition moments.

The B '£/-X ' and C 'II,-X '¥ transition
moments calculated by Dressler & Wolniewicz (1985) differ
less than 0.2% from those calculated by Wolniewicz (1969)
when the internuclear distance is smaller than 2.1 A. The
differences become larger at longer internuclear distance
with the largest difference, 2.3%, occurring at 3.7 A. More-
over, a more recent calculation by Wolniewicz (1995)
obtained a C 'II,—X ' transition moment, which differs
by less than 0.06% from that of Dressler & Wolniewicz
(1985). As the error in the recent Wolniewicz’s calculation is
estimated to be smaller than 0.01%, it appears that the
relative error in transition probabilities due to the uncer-
tainty in the ab initio transition moments is at most 5%.
Furthermore, the probable Lyman and Werner transitions
are observed in the region in which the internuclear dis-
tance is much shorter than 3.7 A. The relative transition
probability error due to the uncertainty of the transition
moment is generally much smaller than 4.7%. Further evi-
dence on the relative accuracy of the transition probabilities
comes from our previous study (Liu et al. 1995), where it
was shown that the discrete transition probabilities calcu-
lated by Abgrall et al. (1993a, 1993b) accurately describe
both perturbation and the J-dependence of the transition
dipole matrix elements. Hence it can be confidently con-
cluded that the relative error in Lyman and Werner tran-
sition probabilities for strong or moderately strong
transitions is less than 3%. While the relative error for weak
transitions can be significantly larger, their contributions to
the observed emission intensities are negligible.

The B 'E/-X 'L and D 'II,-X '¥) transition
moments used to obtain the transition probabilities are cal-
culated by Ford et al. (1975) and Rothenberg & Davidson
(1967). Since these transition moments have not been calcu-
lated as extensively as their Lyman and Werner counter-
parts, it is difficult to assess their accuracies with respect to
the Lyman and Werner bands. However, the lifetimes of
J; =1 of the v; = 3-15 levels of the D 'II, state measured
by Glass-Maujean et al. (1985b) are in fairly good agree-
ment with those calculated by Glass-Maujean (1984), who
considered the band transition probabilities for the D
'T,-X ' transition only for the calculation of lifetimes.
In addition, the lifetime measurement has confirmed the
prediction of Rothenberg & Davidson that the variation of
the dipole moment with internuclear distance is small.
Finally, a more extensive calculation by Abgrall, Roueff, &
Drira (2000) utilizing the recent D 'II,—X 'X transition
moment obtained by Drira (1999) has produced a set of D
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'TI,-X '=. transition probabilities that differs by less than
~10% from that reported by Abgrall et al. (1994). It should
be noted that while the error in the D 'II,-X 'YX and B’
13/-X 'SF transition moments is probably larger than
that in the B 'X/-X 'Sf and C 'I,-X '3} transition
moments, excitation cross sections of the B’ 123 and D 'TI,
state are also significantly smaller than their B 'S, and C
71, counterparts. Furthermore, the strong predissociation
at the D 'T1 levels that are above the H(1s) + H(27) disso-
ciation limit further reduces their emission intensities. Thus,
the error propagated into the spectral intensities should
probably be comparable to those of the Lyman and Werner
bands unless the spectral region is dominated by the B’
'ZF-X '3} and D 'TI1,-X 'S transitions.

The relative accuracy of the transition probabilities dis-
cussed so far applies only when the rovibronic couplings
among the Rydberg states are insignificant. When the coup-
ling is not negligible, eigenfunctions of the interacting levels
are mixed and the accuracy of the transition probabilities
also depends on the accuracy of the mixing coefficients. The
most important coupling for H, is the heterogeneous L-
uncoupling that takes place between the 'X; and the I1,
states. The homogeneous nonadiabatic coupling which
occurs between X 13 LTI}, and 'TI, -I1, states
is also possible. Given that the B !X} and C TI, states are
the two lowest member of the Rydberg series, the pertur-
bation must be primarily from the B’ !X} and D II, states
or between the B !X} and C !I1; states. The perturbations
involving the B 'X; and C 'II, states are expected to be
accurately considered in the four-state coupling calculation
of Abgrall et al. (1993a, 1993b, 1993c, 1994). Indeed, our
previous FUV measurement (Liu et al. 1995) has shown
that calculations of Abgrall et al. accurately describe the
strong perturbations between J; = 1, 2, and 3 of the vy = 14
and v, = 3 levels (see Figs. 4 and 5 and Table 2 of Liu et
al. 1995) and between J; =3 and 4 of the vz =12 and
v, = 2 levels. For the B 1T} and D II, states, the situ-
ation is different because they can be perturbed by the lower
B T} and C 'TI, states and higher npo and npn (n > 4)
states. While couplings with the B !X and C II, have
been considered in the calculations of Abgrall et al., coup-
lings with higher (n > 4) npo and nprn states have been
neglected. Any significant couplings of the B’ 'S and D
M1,f with the B” 'S, and/or D’ 'TI, states, for instance,
will certainly make the calculated transition probabilities
less accurate. Namioka (1964) has shown the couplings of
the v = 1-4 levels of the B’ 'X, state to the v = 0-2 levels
of the D T} state, the v = 5 and 6 levels of the B’ 1T
state to the v = 0 level of the D’ 'I1,, and the v = 4 level of
the B’ 'T; state to the v =0 level of the B” I state.
Nevertheless, coupling of the D TT; with higher npn'II
is expected to be negligible because absorption studies have
so far failed to reveal any significant perturbation for the
D I, state (Namioka 1964; Takezawa 1970; Herzberg &
Jungen 1972).

4.1.3. Predissociation and Autoionization of the nps ‘=, and
npr 'T1, Rydberg Series

The dissociation energy and ionization energy of the v; =
0 and J; = 0 level of the X 'Y state of H, are 36,118.11
cm~ !, and 124,417.507 cm ™!, respectively (Balakrishnam,
Smith, & Stoicheff 1992, 1994). The dissociation energy for
formation of H(1s) and H(2/) is 118,377.06 cm™~'. For the
levels that lie below the ionization potential, spontaneous
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emission and predissociation compete to depopulate the
excited states since collisional deactivation in the present
experiment can be neglected completely. For the states that
lie above 124417.507 cm~! (Gilligan & Eyler 1992),
autoionization can also compete to depopulate the excited
states. In order to model the emission spectra accurately,
the predissociation and autoionization yield, n(v;, J;) of
equation (1), needs to be known.

As mentioned in § 1, many experimental and theoretical
investigations have been performed on the predissociation
of the npo 'X} and npn T1, Rydberg series. In general, the
couplings between these Rydberg states and continuum of
the B' 1T state is the primarily pathway for predissocia-
tion. Depending on the spatial symmetry of the Rydberg
state, the magnitude of predissociation can vary signifi-
cantly. The qualitative general rules can be summarized as
follows:

1. Predissociation in the B 'X; and C 11, states is negli-
gibly small. In the adiabatic approximation, both B X}
and C I, states correlate with the H(1s) + H(2p) limit,
while the B’ !X} state correlates with the H(1s) + H(2s)
dissociation limit (Mulliken 1966). Rotation-vibrational
levels of the B 'YX, and C 'II, states generally lic below
their counterparts of the B’ !X state. Furthermore, tran-
sitions involving levels as high as 118,258 cm™! (v = 35,
J =1)of the B'X} state, 118,297.71 cm ™! (v = 11, J = 10)
of the C II; state, and 118,376.68 cm™! (v = 13, J = 2) of
the C I, state have been observed in the work of Glass-
Maujean et al. (1985a) and Roncin & Launay (1994).
Finally, any minor predissociation near the dissociation
limit, if it exists, will be negligible in the present experiment
as the Frank-Condon overlap between these high-lying
levels and the v; = 0 level of the X 'Y state is very small.
For instance, the value of 4;;/v}, of the Q(2) transition of the
(13,0) Werner band and [ P(2) + R(0)] transitions of the (34,
0) Lyman band fall by a factor of ~160 and ~ 360, respec-
tively, from their counterparts of the (1, 0) Werner band and
(7, 0) Lyman band (Abgrall et al. 1993a, 1993b; Glass-
Maujean et al. 1985a).

2. Predissociations of the npn I, (n > 3) states are also
very small because their couplings with the B' '%,} state are
not allowed by symmetry. Guyon et al. (1979) has suggested
that the npn 'TI, (n > 3) states can only be weakly prediss-
ociated by a coupling with the continuum of the C 'II,
state. Since the npr I, series correlate adiabatically with
the H(1s) + H(np) dissociation limits, the 3pn D I, state
would be the most energetically favorable one (in the npn
1, series) for such coupling. In particular, if the coupling
is of any significance, one expects that the levels that are
close to the continuum levels of the C I, state and have
significant Frank-Condon overlap would be especially sus-
ceptible to the predissociation. However, discharge emis-
sion studies of Abgrall et al. (1994) and Roncin & Launay
(1994) do not indicate any significant predissociation at
these levels. Thus, it can be concluded that the npr 'II,
states decay by radiative emission.

3. The npn 11, states are predissociated by the contin-
uum of the B’ 'T; state. Depending on the principal
quantum number, the predissociation yield can change sig—
nificantly. The v; > 3 levels of the 3pn 'IL, (ie, D 'II;)
state, being the closest to the 3ps ', state, are strongly
pred1ssoc1ated (Julienne 1971; Fiquet- Fayard & Gallais
1972). Indeed, the v; > 3 levels are known to be totally pre-
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dissociated (Monfils 1961), and extensive experimental
work of Abgrall et al. (1994) and Roncin & Launay (1994)
failed to observe any emission from v; > 3 levels. Experi-
mental work by Glass-Maujean, Breton, & Guyon (1979)
has obtained the lifetimes for J; = 2 of v; = 311 levels of
the D III] state that range from 3.7 x 10-13 to
59 x 10 1%'s. In contrast, the calculated lifetimes are (2.8—
33) x 107 °%s for the v; = 0-2 levels of the D 'II, state and
(2.3-2.8) x 1079 s for all the observed levels of the D11,
state. The predissociation yields for the higher (n > 3) states
are weaker than that of D 'TI" state and generally decrease
as the n increases. This is because the predissociation is of
second order or accidental nature, which arises from either
npm 1 —3pn T1.7 coupling followed by 3pz I1 —3ps 1T}
predissociation, or npn Il -nps X coupling
followed by npe 'T]-3pc !X, predissociation (Glass-
Maujean, Breton, & Guyon 1978; Glass-Maujean 1979;
Dehmer & Chupka 1995). Indeed, Guyon et al. (1979) have
found that the predissociation yields of the 4pn D' I,
state to drop from 0.82 + 0.1 to 0.6 & 0.1 as v; increases
from 2 to 7.

4. The predissociation of the npe !X series arises pri-
marily from their interaction with the 3po X/ state. As n
increases, the energy difference between the npo X
and 3po !X} states also expands. Thus, the predissociation
yields for the higher n states tend to be lower. The trend
does not necessarily hold for every rovibration level as acci-
dental perturbations may enhance the predissociation rate
significantly.

Autoionization is an additional nonradiative channel as
the level energy increases above the ionization limit.
Because the potential energy curve of the Hy ion and H,
Rydberg states ion core generally have nearly identical
shape in the region of small displacement, the vibrational
propensity rule suggests that autoionization tends to take
place with minimum vibrational quantum number changes
(Berry 1966; Bardsley 1967; Chupka 1987). Hence, autoion-
ization is generally inefficient for the low-n Rydberg states,
which must autoionize with large changes in vibrational
quantum number Av. For example, while the v; > 6 levels of
the D TI,, state lie above the ionization limit, the1r autoioni-
zation must take place via a Av > 6 process. Indeed, the
experimental study of Dehmer & Chupka (1976) has shown
that autoionization of the D 'II,, state is negligibly small.

Based on the points summarized above, we conclude that
the predissociation and autoionization yield, #n(v;, J;), is
zero for all the observed transitions for the B 1Z+—X {E+
C 'I,-X 'E; and D 'II;-X '=; band systems in the
present expenment For the D ll'IJr —-X 'Y/ transition, the
autoionization is also negl1g1ble Moreover, transitions
from the v; > 3 levels have their 5(v;, J;) = 1 because these
levels are known to be completely predissociated. However,
transitions from the J; < 6 of the v; = 0, 1, and 2 levels have
their #(v;, J;) = 0, as these levels lie below the H(1s)+ H(27)
d1ssoc1at1on limit. Similarly, the n(v;, J;) of the discrete
levels of the B' !X} are also zero. The h1ghest discrete level
of the B' %, state from which emission is observed is v; = 7
and J; =4 (118 323.49 cm™ '), while the highest calculated
d1screte level is v; = 9 and J; = 1 (118,376.6 cm ™ ') (Abgrall
et al. 1994). We have included transitions involving the dis-
crete levels of v; = 8 and 9 in the model calculation. Since
the excitation from v; = 8 and 9 contribute only 0.5% to the
total discrete B' 'X, —X 'X.f excitation, the inclusion is not
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significant. Excitation into the continuum levels of the B’
13.F state results in total dissociation.

4.2. Calibration

Once the values of x(e;;, {;), n(v;, J;) and relative accu-
racies of the transition probabilities are established, it is
possible to produce the synthetic spectra according to equa-
tions (1)-(4) (Fig. 1) and utilize them to calibrate the
observed spectra. The observed spectra were corrected for
dark counts and fluctuations in pressure and electron beam
current that occurred during data acquisition. To ensure an
accurate calibration, the synthetic data were also convo-
luted with a triangular instrument line shape function with
FWHM of 0.115 A.

Spectral intensity calibration can be performed by com-
paring the observed raw and model intensities. However,
since the model spectra consist of emissions from only the B
13+, C1, B %}, and D II, states, the comparison must
be performed only in the regions in which the spectral inten-
sities are completely dominated by emissions from these
four states. Emission from the other Rydberg states tend to
be 1ns1gn1ﬁcant in the longer wavelength reglons In the
wavelength region longer than 930-940 A, emissions from
the B'X, C 'Tl,, B’ 'Y, and D 'II, states, except in a few
isolated small intervals, completely dominate. These iso-
lated spots include atomic hydrogen n P, , ,—*S,,, tran-
sitions for n = 2, 3,4, 5, and 6 from dissociative excitation of
H, and some weak emissions from the n > 3 Rydberg states
that extend into the long-wavelength regions. By a careful
selection of wavelength intervals, it is possible either to
exclude the n >4 Rydberg emission intensities from the
selected interval or to make them negligibly small in com-
parison with the emission intensity from the B !X, C 'II,,
B’ '%, and D 'II, states enclosed in the interval. Thus for
the emission spectra on the red side of 930 A, the calibration
by wavelength interval used by Liu et al. (1995) for the FUV
spectra can be utilized. In the region shorter than 900 A, the
lfectral congestion makes it difficult to find a region a few

wide, where the emission intensities from the higher
Rydberg states are negligible. In this region, the calibration
should be done with the relative intensities of strong and
isolated rotational lines (e.g., Q-branch or strong lines of the
Lyman and Werner bands). For calibration of the wave-
length regions on the blue side of 900 A, several precautions
must be taken. First, it is very important to correct any
wavelength shift so that the emission intensities of the same
set of transitions for both raw spectra and synthetic spectra
are measured in the identical wavelength intervals. The syn-
thetic spectra should also be convoluted with identical
wavelength increment as the observed spectra. Moreover,
the phase of the sampling in both sets of spectra should be
matched. Finally, as the intensity comparison is made
between the isolated lines, it is preferable that the tran-
sitions selected are not perturbed. The minor but significant
wavelength shifts in the experimental spectra make the
phase matching rather time-consuming. These precautions
are generally not necessary for the calibration in the long
wavelength where the integrated intensities over 10-20 A
wavelength intervals are compared.

The final calibration was performed by dividing the
spectra into two regions, from 800 to 950 A and from 920 to
1440 A. The calibration was carried out in a similar manner
to that described by Liu et al. (1995). The intensity ratios
between the synthetic and observed spectra over the selec-
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ted intervals and the intensity-weighted center wavelengths
are fitted with a linear polynomial of fifth degree. The
resulting polynomial is then used to calibrate the experi-
mental spectra. Since accurate relative intensities of the npo
13} and npr 'TI, states have not been reported previously,
several iterative rounds of calibration were made to assess
the contribution from the n > 4 states. When the calibrated
experimental and synthetic spectra are plotted together,
emissions from the n > 4 states appeared as “extra peaks”
or as enhanced intensities when not completely resolved.
The “extra peaks” or enhanced intensities were further
investigated by comparing their positions and assignment
with the atlas list obtained from the following companion
paper (Liu et al. 2000, hereafter Paper II) and from Roncin
& Launay (1994). The start and end positions of the wave-
length regions selected for calibration were adjusted based
on assessment of the spectral positions and intensities of the
“extra” feature. After the final calibrations were completed,
the two calibration curves were smoothly joined in the
920-950 A region. Figure 2 shows the combined relative
sensitivity curve of the system.

The shape of the sensitivity curve in Figure 2 is primarily
determined by the sensitivity of the channel electron multi-
plier and B,C coated grating, which is blazed at 1200 A.
The quantum efficiency of the channeltron generally
decreases with wavelength. Thus, the maximum sensitivity
near 1060 A and the decline from 1160 to 840 A can be
attributed to the increase in channeltron efficiency offset by
the decrease in the grating sensitivity. Similarly, the
decrease of the sensitivity between 1160 and 1200 A isessen-
tially caused by the decline in the quantum efﬁ01ency of the
channeltron. The accelerated falloff above 1290 A is due to
the sensitivity drop of both channeltron and grating.
However, the rise of the sensitivity from 840 to 810 A is
somewhat surprising and can be explained by the poor
signal-to-noise ratio of the observed data, errors in cali-
bration and model, or an anomaly of instrument.

It should be mentioned that the relative sensitivity curve
in the 1140-1440 A region Figure 2 is not comparable to
that obtained by Liu et al. (1995) as the experimental setup
is different between the two experiments.

The uncertainty of calibration is wavelength dependent.
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FiG. 2.—Instrumental sensitivity curve from 810 to 1400 A as a func-
tion of wavelength. The sensitivity, S, is defined as the ratio of integrated
experimental intensity to the integrated model intensity over the selected
wavelength regions. Note that the S is set to 1.0 at ~1177 A.



No. 1, 2000

The uncertainty for the 960-1400 A region is estimated to
be about 10%. Owing to the weakness of the emission
intensities, the calibration uncertainty between 1400 and
1440 A is slightly higher but is expected to be less than 15%.
Similarly, the uncertainty in the 930-960 A region is also
expected to be less than 15% because of the interference
from the high_ Rydberg states. However, the uncertainty in
the 800-930 A region is higher than 15% and can reach
~30% in certain cases.

4.3. Spectral Analysis

The overall experimental spectrum spans a region of
640 A, from 800 X to 1440 A. Figure 3 shows the overplot
of calibrated experimental and synthetic spectra at 100 eV
from 900 A to 1180 A. The emission spectrum below 900 A
contains a large number of transitions from the n >4
Rydberg states and will be presented in Paper 11, together
with the assignments. We note that the FUV emission
spectra at 100 eV excitation energy in the 1140-1690 A
region obtained under slightly different experimental condi-
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tions has been presented elsewhere (Liu et al. 1995). The
overall agreement between the observed and synthetlc
spectra in the 11401400 A region of the present study is
slightly better than that shown by Liu et al. (1995). The
slight improvement over the 1995 data is due to the uti-
lization of the continuum profiles of Abgrall et al. (1997),
instead of the rotationless Stephens & Dalgarno (1972) con-
tinuum profiles and consideration of both isotropic and
anisotropic rotational channels in E, F 'S/ -X ' excita-
tion (Abgrall et al. 2000). This results in a significant
improvement for certain B 'X,-X 'Y emissions from the
J;=3 and 4 levels that are strongly enhanced by E, F
12* —-B T} cascade transitions. In Figure 3, we allow a 40
A overlap with the prev1ous spectra in the 1140-1180 A
region because the previous synthetic spectrum for the B’
137 -X I transition was generated with band transition
probabilities with certain scaling factors and because the
diverter mirror used in the previous experiment had very
significant variation in reflectivity in the region and intro-
duced fairly large uncertainties in calibration. Calibrated
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Fi1G. 3.—Comparison between the experimental (solid lines) and synthetic (dotted lines) spectra obtained at 300 K, 100 eV excitation energy, and 0.115 A
(FWHM) resolution. Experimental spectrum has been corrected for the instrumental sensitivity variation as described in the text. The uncertainty of
experimental intensity calibration in 900-930 A and 930-1180 A regions is estimated to be less than 15% and 10%, respectively. The synthetic spectrum is

calculated from the B'X* -X '=*  C'II,-X '=* B 'L* -X

'£*,,and D 'TI,-X 'X*  transition probabilities of Abgrall et al. (1993a, 1993b, 1993c, 1994)

and excitation function of Liu et al. (1998) The self absorptlon of the model spectrum has been considered by adopting a foreground H, column density of
2 x 103 cm~? (see text). The synthetlc spectrum has been convoluted with a triangular instrumental line profile with 0.115 A resolution. Atomic hydrogen
Lyman series emission and major emission of molecular hydrogen originated from higher (i.e., n > 4) Rydberg states, both of which are not considered by the

model, are indicated.
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experimental and model spectra shown in Figure 3 can be
obtained in electronic form.?

It should be stated again that the present model considers
only the B'Yf-X ', C'II,-X '3, B 'X/-X 'L, and
D 'TI,-X 'Y, transitions. As a result, emissions from the
higher (n > 4) Rydberg states and from atomic hydrogen
Lyman n *P;, ;,—>S;,, series appear as either additional
lines or extra intensities when not fully resolved in the
observed spectra. Transitions from the atomic fragment or
from the higher Rydberg states of H, are marked with
appropriate symbols in Figure 3. The assignments of the
higher Rydberg emission are indicated when the labeling
does not cause too much congestion. Except for these addi-
tional lines and a few discrepancies discussed below, the
agreement between the experimental and model spectra is
very good.

We now discuss self-absorption for the resonance tran-
sitions of the Werner and Lyman band systems. For the
(v;,0)-type transitions, the rotational dependence of the
transition dipole matrix element is small. So, the band tran-
sition probabilities, Ap; + 1)+ Ary—1), can be considered to
be independent of J. In the absence of a local perturbation,
the line transition probabilities, A(v;, v;; J;, J;), in equation
(2b) can be approximated by a product of Honl-London

3 Contact X. Liu; email: Xianming@xcf.usc.edu.

factors and band transition probabilities. We can rewrite
the extinction coefficient of equation (2b) as

1427 x 1077 J —1

€pu) = 3 1 A(v;, 0, (6a)
€Oy = M v;, 0), (6b)
GXVU) _ 1.427:; 1077 2{]-:_21 A, 0), (60)
ek = 1.427 v); 1077 2J.:_ 1 A, 0), (6d)
ek = 1.427v>; 1077 2{]—:_11 Ao, 0), (6¢)

where the superscripts W and L denote the Werner and
Lyman transitions, J refers to the rotational quantum
number of the ground state (i.e., J;), and A(v;, 0) is the band
transition probability, which is assumed to be independent
of J;and J;.

At 300 K, the fractional population at J; =0, 1, 2, 3, and
4 levels of the ground state are 12.88%, 65.65%, 11.77%,
9.17%, and 0.43%, respectively. Thus equations (2a) and
(6a)—-(6e) show that the strongest resonance attenuation
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occurs at the Q(1) and the R(1) transitions of the Werner
band and R(1) transition of the Lyman band. In the absence
of perturbations, equations (6b) and (6¢) indicate that the
attenuation factors of R(1) and Q(1) are approximately
equal. Owing to a factor of 5 difference in population
between J = 0 and 1 levels, the attenuation factor of R(0)
transitions for both Lyman and Werner bands are smaller
than their R(1) counterparts, in spite of a larger extinction
coefficient for R(0). It should also be noted that the optical
depth, €;{;, of the P(2), P(3), and R(2) transitions of the
Werner band system are about 28, 25, and 7 times smaller,
respectively, than that of the Q(1) transition. At the fore-
ground column density near 2 x 10'3 cm ™2, the attenu-
ation values for the resonance transitions involved the J; >
2 levels are negligibly small. For the (v; = 0—4, 0) resonance
band of the Werner system, the Q(1) transition shows as a
strong emission line. The R(0) and R(1) emissions are gener-
ally not resolved at the present resolution and are located at
~1 A on the blue side of the Q(1) emission. The P(3) line,
whose intensity is slightly weaker than that of R(0)/R(1)
emission, appears at 4-4.5 A on the red side of the o)
transition. The relative intensities of the (1) and P(3) tran-
sitions are therefore very sensitive to the foreground column
density and are used to determine the foreground column
density. When the P(3) line overlaps with other strong tran-
sitions, the relative intensities between Q(1) and R(0)/R(1)

rotational lines are also used. The column density is adjust-
ed until the relative intensities between the observed and
synthesized values for the R(0)/R(1), Q(1), and P(3) tran-
sitions of the (v = 0-4, 0) bands are matched. The calcu-
lated line transition probabilities, A(v;, v;; J;, J;), are used
for computatlon of optical depth. The agreement between
the strong lines in the 929-935 A, 946-952 A, 964-971 A |
985-991.8 A, and 1008-1015 A regions in Figure 3, Wthh
approximately correspond to the (4, 0), (3, 0), (2, 0), (1, 0),
and (0, 0) bands the of Werner system, respectively, shows
the consistency and relative accuracy of the simple self-
absorption model and foreground effective column density.
It is interesting to note the good agreement between the
observed and model intensities for the emissions originating
from the J; = 1, 2, and 3 levels for v; = 14 of the B '3, state
and the v; = 3 level of the C 11'I+ state. As mentloned
earlier, these levels are strongly coupled The J; = 1 levels,
for instance, have about a 69%/31% mixing ratio according
to the calculation of Abgrall & Roueff (1989).# As a result of

* The square of the eigencoefficients for the J; = 1 and v; = 14 level of
the B T} state obtained by a more recent calculation of Abgrall et al.
(2000) are 0.694, 0.306, 5.39 x 10>, and 3.38 x 10~ ¢, respectively, for the
BT, C'I}, B 'S}, and D 1Hu+ Born-Oppenheimer states. The use of
the new coefficients, however, will not introduce any significant changes in
the results presented here.
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the coupling, emission intensities from these levels deviate
significantly from those of unperturbed levels. At a tem-
perature of 300 K and an excitation energy of 100 eV, the
intensity of the R(0) line of the (14, 0) Lyman band emission
drops by 92% while those of the R(1) and R(2) transitions of
the same band increase by almost 700% and 400%, respec-
tively (Liu et al. 1995). The 700% increase in the intensity
makes the R(1) transition appear as a strong line near the
947 A region of the B 'X-X '= model spectrum in
Figure 1. The perturbation also changes the intensities of
the (3, 0) Werner band emissions. For instance, while the
intensity of the R(0) line increases by ~26%, those of the
P(2), R(1), P(3), R(2), and P(4) transitions decrease by
83%—8%. Similar intensity deviations also occur at (14, 2)/
(3,2) (1027 + 4 A), (14, 49)/(3, 4) (1108 + 4 A), (14, 6)/(3, 6)
(1090 + 4 A), and other bands. The good agreement in rela-
tive intensity between experiment and model in these
regions shows the accuracy of the calculation of Abgrall et
al. (1989, 1993a, 1993b, 1993c, 1994) and Abgrall & Roueff
(1989).

The J; = 3 and 4 levels of v; = 2 of the C 'II, state and
v; =12 of the B '%, state are also strongly coupled. The
effect of perturbation on the individual transition intensity
is comparable to or slightly weaker than that of v; = 14 of
the B 'Y, state and v; = 3 of the C 'II; state. However, its
effect on overall emission intensities is significantly weaker
because the population at J; > 2 level is only 22.4%. Never-

theless, good intensity agreement is also achieved between
the experimental and synthetic spectra for emission from
v; = 2 of the C 'TI, state and v; = 12 of the B 'Z state.

A number of significant discrepancies in the experimental
and model spectral intensities are also observed. The most
noticeable differences involve emissions from the J; = 1 and
2 levels for v; =4 of the B' ', state. For instance, the
model overestimates the intensities for the R(1) and P(3)
lines of the (4, 0) B’ 'Z,f-X 'X band by ~70%, while it
underestimates those of the R(0) and P(2) lines by ~ 50%.
The discrepancy between the model and observed emission
intensities from the J; = 1 and 2 levels for v; = 4 of the B’
13, state is caused by the perturbation between the v; = 4
level of the B' 'X state and the v; = 0 level of the B 'Xf
state, which has not been considered in the calculation of
Abgrall et al. (1994). It is worth noting that the energy value
calculated by Abgrall et al. for the J; = 1 and v; = 4 level of
the B' 1T} state differs from the experimental value by more
than 5 cm™ . In addition to disagreement at the J; = 1 and
2 levels for v; = 4 of the B' '3 state, the present study also
indicates that the calculated emission intensities from the
v; = 0 and 1 levels are generally 20%-30% weaker than the
observed intensities.

4.4. Emission Cross Sections and Nonradiative Yields

Once the experimental spectra are calibrated, the emis-
sion cross sections of the B” 1T, D’ 'I1,, D" 'I1,, or higher
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states can be obtained from the relative emission intensity
measurements. Nonradiative yields can also be inferred by
comparing emission and excitation cross sections.

4.4.1. Emission Cross Sections

As mentioned in § 4.1.1, the largest attenuation for the B’
'2F-X '=; and D 'II,-X 'YX emission intensities are
only 1.8% and 2.7%, respectively, at the foreground column
density of 2.0 x 102 ¢m ™ 2. Hence, all the transitions of the
B '£-X 'S and D 'II,-X ' systems can be con-
sidered as optically thin.

Relative intensities from various rovibrational levels of
the npo 1T} and npn I, states with n > 3 were measured
from the calibrated observed spectra to obtain the relative
emission cross sections. The relative intensity measurement
was performed by numerically integrating the areas beneath
proper spectral peaks. Owing to spectral congestion, emis-
sion from one band may overlap with that from another.
Different emission intensity—partitioning procedures were
used, depending on the electronic band system of the over-
lapping transitions. If the overlapping peak involves only
transitions from the B '}, C 'Il,, B' 'T;, and D I,
states, the emission intensities for different transitions were
partitioned according to the model output. If the overlap-
ping peak consists of one transition from an n > 4 state and
a number of transitions from n < 3 states, the intensity dif-

ference between calibrated and synthetic spectra was parti-
tioned to the n > 4 state and the remaining intensities
distributed according to the model output. In partitioning
emission intensities involving the high Rydberg state, we
followed the spectral assignments of Roncin & Launay
(1994) and assignments presented in Paper II. If the spectral
peak consists of two or more transitions from the n > 4
states, the partition by model is not possible. In limited
cases, it is possible to predict the transition from the n > 4
state that makes the predominant contribution to the
observed intensities. For example, if two emission lines such
as Q(1) and P(4) of the proper n > 4 states are involved, the
observed intensity would be partitioned to the Q(1) tran-
sition on the basis of the large population difference
between the J; =1 and J; = 2 (or 4) levels and the possi-
bility of predissociation of the 1} or I} states. However,
if it was impossible to predict which transition from the
n > 4 state makes the major contribution, the relative inten-
sities would not be counted. Similarly, if a transition
observed in the present work was not observed by Roncin
and Launay or was observed but not assigned, the emission
cross section of the transition would not be counted.

The absolute emission cross sections are established by
using the absolute emission cross sections of Lyman and
Werner transitions in the 1098.7-1100.0 A region. The
1(0, 2)QW emission contributes about 74.8% of intensities
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for the region at 100 eV and 300 K. Other weak but signi-
ficant transitions are 1(7, 6)RW (1.2%), 1(4, 1)PL (10.7%),
3(0, 2)RW (3.1%), 1(11, 3)PL (1.9%), 2(4, 1)RL (1.8%), 1(7,
6)QW (2.4%), 5(5, 1)PL (1.1%), and 3(1, O)PL (1.1%). The
absolute emission cross sections for the transitions between
1098.7 and 1100.0 A region can be calculated from the work
of Liu et al. (1998). The total emission cross section for the
transitions in this region is 545 x 10~ !° ¢cm? The mea-
sured absolute emission cross section for individual line are
summed over proper v; and J; to obtain vibrational and
electronic band emission cross sections, which are listed in
Tables 1 and 2, respectively.

Since certain overlapping emission lines from higher
Rydberg states (n > 4) are not summed, the vibrational
band emission cross sections in Table 1 and electronic band
emission cross sections in Table 2, in general, should be
considered as lower limits. Other errors, such as calibration
and numerical integration, however, should also be con-
sidered. The third column of Table 1 lists vibrational band
excitation cross sections of the B’ X, and D 'TI, states. If
the errors in calibration, integration, and partitioning were
negligible and the B’ 'Y -X ' and D 'IT,-X 'S tran-
sition probabilities are sufficiently accurate, the vibrational
band cross sections listed in the second and third columns
would have been identical. Thus, the difference between the
second and third columns is an indicator of the combined

calibration, integration, and partitioning errors. The largest
difference, 50%, occurred at v; = 7 of the D 1, state, sug-
gesting that the error in the experimental vibrational band
cross sections is ~50%. For the weaker B” '2,f-X 'L, D’
'T,-X '2f,and D" 'TI,-X 'X transitions, the error could
approach 100%. Owing to the possibilities of under-
counting or overcounting of intensities in the partition of
the overlapping spectral transitions, the large error in the
vibrational band cross section for the weak transition is
understandable. The measurement error at the electronic
band cross section level, however, is expected to be smaller
owing to the diminishing effect of undercounting or over-
counting intensities and the trend of cancellation in numeri-
cal integration error. For instance, Table 2 shows that the
measurement error on an electronic band system basis is
about 10%. Again, for the higher Rydberg states, the error
can be a few times higher.

4.4.2. Nonradiative Yields

The predissociation yield of a rotational level can be
defined as the ratio of the predissociation rate to the total
decay rate for that level. For a steady state system, the total
decay rate is equal to the excitation rate. Since collision
deactivation is negligible in this study, the sum of predisso-
ciation and autoionization rate equals the difference
between the excitation and radiative emission rates. For an
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electronic band system, the sum of predissociation and
autoionization yield is equal to the ratio of the difference
between the excitation and emission cross sections to the
excitation cross section. If the excitation cross section is
known, the nonradiative yield can be obtained from the
measured emission cross section.

The B’ 'Xf-X 'Sf excitation process consists of both
discrete and continuum transitions. Excitation to the dis-
crete levels gives rise to B’ 'X-X X emissions, while
excitation into the continuum levels results in dissociation.
The dissociation yield of the B’ T state is equal to the
excitation cross section of the continuum levels divided by
the total (discrete + continuum) cross section. The emission
cross section of the B’ X} state is measured to be
2.1 x 10718 cm? The emission cross section equals the
excitation cross section to the discrete levels of the B’ 1XF
state. If the dependence of electronic transition moment on
internuclear distance and the couplings between the B’ X
and other states are neglected, the excitation cross section
to the continuum levels can be estimated from the discrete
and continuum portions of Frank-Condon factors, which
can be calculated from the adjusted adiabatic potential of
Abgrall et al. (1994). For the P(1) of (v;, 0) excitations, for
example, the sums of the discrete and continuum Frank-
Condon factors are 0.55 and 0.45, respectively (see the
seventh column of the Table 1). Thus, the excitation cross

section to the continuum level of the B’ 1T, state is approx-
imately 0.45 x 2.1 x 10718/0.55 or 1.7 x 10~ '8 c¢m?, and
the total excitation cross section is approximately
3.8 x 10~ '8 cm?. Alternatively, the cross section can be esti-
mated from the discrete and continuum parts of the oscil-
lator strength. For the P(1) transition, the total oscillator
strengths for the discrete and continuum excitations are
0.01117 and 0.00829, respectively. The continuum and total
cross sections of the B’ T/ state are 1.6 x 10~ '8 and
3.7 x 10”18 cm?. The dissociation yield of the B’ 1T -X
12; band systems is, therefore, 43%—45%.

It is interesting to compare the calculated Frank-Condon
factors, g, o(cal), with the experimentally determined rela-
tive Frank-Condon factors. At 300 K, all the H, molecules
are in the v; = 0 level. In addition, the effect of the difference
in the threshold energy of excitations is negligible at 100 eV
excitation energy. Under these conditions, the vibrational
band emission cross section, o.,,(v), is proportional to the
Frank-Condon factor, g, ,(exp). We have

9

holexp) =550 Y o). ()

If we require the sum of the discrete g,, o(exp) to be equal to
the sum of the discrete g, ((cal) (which, in turn, equals 0.55),
we can calculate the individual g, , (exp.). These numbers



TABLE 1
Cross SECTIONS OF THE B’ '=}, D 'TI,, B” 'X}, D’ 'TI,, AND D" 'TI, STATES

Oem Oy Oy 4 FC Factor FC Factor
State v; (exp)*®  (mod)*° (est)™¢ (nonrad)® q,0(cal)® q,,0(exp)f
BT ... 0 227 1.77 227 0.0 0.049 0.06
1 4.89 3.86 4.89 0.0 0.099 0.13
2 5.07 4.43 5.07 0.0 0.12 0.14
3 3.56 348 3.56 0.0 0.12 0.10
4 3.60 3.72 3.60 0.0 0.094 0.10
5 1.07 1.45 1.07 0.0 0.054 0.03
6-9 ~0.1 0.31 ~0.1 ~0.0 0.016 ~0.0
Continuum® ... . ~20 ~20 0.45 .
DI ....... 0 1.79 2.49 1.79 0.0 0.099 0.10
1 3.66 4.08 3.66 0.0 0.17 0.21
2 4.36 4.02 4.36 0.0 0.18 0.25
3 232 324 2.32 0.0 0.15 0.13
4 2.04 2.38 2.04 0.0 0.12 0.12
5 1.22 1.65 1.22 0.0 0.084 0.07
6 0.87 1.10 0.87 0.0 0.059 0.05
7 0.37 0.73 0.37 0.0 0.040 0.02
8 0.48 0.48 0.48 0.0 0.027 0.03
9 0.22 0.32 0.22 0.0 0.019 0.01
10-14 ~0.3 0.54 ~0.3 0.0 0.031 ~0.02
DI} ....... 0 2.20 2.58 2.20 0.0 0.099
1 4.70 5.18 4.70 0.0 0.17
2 3.90 4.19 3.90 0.0 0.18
3-14 0.0 ~13 ~13 0.51
DI ...... 0-6 ~5.34 >5.34 0.0 0.861
DI} 0 ~0.95 ~0.95 0.0 0.095
1-5 ~0.06 . >6.3 >6.2 0.71
B' T ... 0 1.55 1.55 0.0
D" I, ...... 0 0.59 .. 0.59 0.0

2 Unitis 10~ !° cm?. ¢, and o, denote excitation and emission cross sections, respectively.

b Measured in the present work.

¢ Computed by using Lyman and Werner shape function with the calculated oscillator strength.

4 Estimated by the present work. See text.

¢ Calculated in the present work.

f Experimental Frank-Condon factor is calculated by g, o = 6,.,(v)/Z6,(v), with the summation of g, , over the
discrete levels fixed to the calculated value.

& See text.
TABLE 2
BAND SYSTEM CROSS SECTIONS AND NONRADIATIVE YIELDS OF H,
Present Present Previous Previous Nonradiative Yield ()

State Gt L G, Com™® (%)
Bz} ... 262 ¢ 2624 267 267 0.0
Ci, ........ 241 ¢ 241¢ 278 278 0.0
B ishe .. 21 21 (22) 82 82 0.0
BTFf... 38 21 (22) 44
B'izr ... >4 1.6 17 0.8 >40
D} ... 24 11 (12) 54
DM, ....... 18 18 (21) 0.0
D', ........ 41 28 (33) 67 47 32
D) ....... 71 1.0 86
DI ....... 53 5.3 0.0
D'',........ 12 6.3 34 19 49
D', ....... >0.59 0.59

® Unitis 10~ '° cm? o, and o,,, denote excitation and emission cross sections, respectively.

b Numbers in parentheses are obtained by using Lyman and Werner shape function with the
calculated oscillator strength.

° From Ajello et al. 1988.

¢ From Liu et al. 1998.

¢ Excluding excitations to the continuum levels of the B’ 1T state.

T Including excitations to both discrete and continuum levels of the B’ 'Z; state.
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are listed in the last column of Table 1. The agreement
between the g, , (exp) and g, , (cal) is reasonable good for
the B 1T/ -X 12; state.

The predlssoc1at10n yield of the D 'II,-X ' band
system can be estimated from the fact that the v; > 3 levels
of the D TI} state predissociate completely wh1le the other
levels do not predissociate (§ 4.1.3). If the excitation energy
is not too low so that the effect of the difference in the
threshold energies, E;;, of equation (4) can be neglected, the
contribution of each excitation to the total cross section of
equation (5) is proportional to the absorption oscillator
strength, f;;, and fractional population, N;/N,. In absence of
the X} - 11'IJr perturbations and rotational dependence of
the transition dipole matrix elements, the total excitation
rate to the D 'TI and D 'TI, states should be equal when
the temperature is sufficiently high. When the temperature
is not high enough, the total excitation rate to the D IT
state is equal to that to the D 'I1; state minus the rate due
to the R(0) excitation. For the £—II transition, the oscillator
strength of R(0) is twice the value of (f; ;+, + f; ;—1) With
J > 1. Since the population of H, at J; = 0 is 12.88% of the
total at 300 K, the excitation cross section of the D IT}
would have been 1/(1 — 2 x 0.1288) or 1.35 times that of the
D I, state, if there were no perturbation and no rotation-
al dependence of the transition dipole matrix elements. The
excitation cross sections to the D II, and unpredissociated
levels of the D 'TI, state can be obtained from the calcu-
lated oscillator strengths to be 2.11 x 107'% and
1.20 x 10718 cm?, respectively, at 100 eV and 300 K. Thus,
the predissociation yield of the D TI, state at 100 eV and
300 K is estimated to be 33% if the 1T, ~'TI," perturbations
and rotational dependence of the transition dipole matrix
elements for the D 'II,—X 'X) system can be neglected.
Alternatively, the predissociation yield is calculated to be
32% from the experimentally measured emission cross
section of 1.1 x 107 '8 and 1.8 x 10~ '8 cm? for the D 11,
and D TI,,, respectively.

Similarly, from the measured emission cross sections of
53 x 107'° and 1.0 x 10~'° ¢cm? for the D’ 'TI, and D’
1 state, we can estimate the nonradiative yield of the D’
11, state to be ~49% at 300 K and 100 eV. However, the
presence of the autoionization for the v; > 4 levels makes
the estimation less reliable. In addition, the experimental
study of Namioka (1964) has suggested the presence of the
perturbation between the v; = 0 level of the D' 'TI, state
and the v; =5 and 6 levels of the B’ 'X; state. Fmally,
because of the weak D' 'TI ~X 'Z] transition, both emis-
sion cross sections and nonrad1at1ve yield of the D’ II,
state are expected to have fairly large uncertainties.

Table 2 summarizes the electronic cross sections and
nonradiative yields of H, nps X 1 and npn 'I1,, series.

5. DISCUSSION

Figure 1 shows that the emission intensities of the B
'%7-X 'Z and C 'II,-X '3, band systems are about 5
times stronger than those of the B’ '3-X =5 and D
I,-X 1Z+ band system in the wavelength reg1on longer
than 945 A The instrumental calibration in this region is
primarily determined by the Lyman and Werner band
intensities. The error in calibrated relative intensity should,

5 Here we have implicitly excluded the high J; levels ofv; = 0, 1 and 2 of
the D 'TI} state, which lie above the H(1s)+H(2/) d1ssocrat10n limit. At
= 300 K excitations into these levels are completely negligible.

in general, be less than 10% in the region from 945 A to
1200 A. The © strong ” emissions from the v; = 0 and 1 levels
of the B’ 1T} state in the region are the (0, 2) band between
976 and 982 A, (0, 3) band between 1012 and 1018 A, (1, 4)
band between 1029 and 1035 A, and (1, 5) band between
1064 and 1070 A regions. All the model intensities of these
B’ 'E;-X 'XF transitions in the regions are 20%-30%
weaker than the experimental intensities.

It is not clear what causes difference between the calcu-
lated and observed intensities for the v; = 0 and 1 levels of
the B' !X state. The excitation function of the B’ DES'¢
IS+ band system is not expected to differ from those of the
B'Ef-X '3 and C 'II,-X 'X; band systems by more
than 5% at 100 eV. So, the difference cannot be due to the
utilization of the Lyman and Werner band excitation func-
tion for the B’ 'L —X 'S band system. Perturbations by
the D I, or hlgher Rydberg states are also not expected to
produce “the observed 20%30% differences. The v;=0
level of the B' 1T, state, which lies ~2400 cm ™! below the
v; = 0 level of the D 11'IJr state, cannot be efficiently per-
turbed by the D 'IT, state. The v; =1 level of the B’ 'Zf
state is known to couple with the v; = 0 level of the D 11'IJr
state. However, couplings between the two levels cannot
explain the difference between the observed and calculated
intensities because the disagreement also occurs in P(1)
transitions, which are free from the couplings. Moreover,
the calculation of Abgrall et al. (1994) should, at least par-
tially, take into account the effect of the B’ !X }—-D I
couplings. Perturbations of the v; = 0 and 1 levels of the B’
135 state by higher Rydberg levels are also unl1kely since
the nearest level, v; = 0 of the B” 'X state, is more than
4500 cm ™! away. A possible explanation for the relative
intensity differences is the inaccuracy of the B 'Z-X 'Xf
transition moment. This explanation, however, can essen-
tially be ruled out since a more recent calculation by
Abgrall et al. (2000) has shown that, for the strong tran-
sitions, the new B’ 'Xf-X !X transition probabilities
differ by less than 5% from those obtained by Abgrall et al.
(1994). Another explanation is that the emission intensity
arising from the higher (n > 4) Rydberg states, which are
not considered by the model, are not completely negligible
in the 976-982 X 1012-1018 A, 1029-1035 A, and 1064—
1070 A regions. Indeed, some of the transitions involving
these n > 4 Rydberg states have been identified in Figure 3.
However, the explanation by n > 4 Rydberg states, even if
correct, cannot account for all the differences in these four
wavelength regions. Clearly, more experimental and theo-
retical studies are needed to remove the discrepancies
between the observed and synthetic spectra.

It is interesting to compare excitation cross sections of
the B’ X and D I, states with those of the B'X; and C
11, states. The B !X} and C II, cross sections listed in
Table 2 are obtained by Liu et al. (1998) from the measured
excitation function and calculated oscillator strength of
Abgrall et al. (1993a, 1993b, 1993c). The effects of pertur-
bations and rotational dependence of the transition dipole
matrix elements on the cross section are fully considered.
The excitation cross sections of the B’ '} and D 'II,
states, however, are obtained essentially without consider-
ation of local perturbations and rotational dependence of
transition dipole matrix elements. To make a fair compari-
son, we need to convert the B 'Y and C 'TI, cross sections
in Table 2 into hypothetical values when perturbations and
J-dependence of the transition dipole matrix elements are
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absent. Using the procedure outlined in § 4.4.2, we have
¢°(C 'T1,) = 2.35 x o(C 'I1, ). The excitation cross section
for the C 'T1, level at 300 K and 100 eV can be obtained as
113 x 1071° cm? from the work of Liu et al. (1998). The
hypothetical cross section for the C 'II, state is therefore
¢°(C 'T1,) = 265 x 10~ ° ¢cm?. The difference, 24 x 10~ *°
cm?, between the ¢°(C 'I1,) and o(C 'II,) represents the
cross section transfer from the C I} state into the B !X}
state. The hypothetical cross section of the B 1T} state is
thus 6°(B 'Z) = 238 x 10~ !° cm?2. We note that ¢°(C 'I1,)
is about 11% larger than ¢°(B 'X}). Likewise, the estimated
cross section of the D !II, is about 5% greater than its
counterpart. Moreover, the excitation cross sections of the
npo X} and npn II, series decrease by 82% and 83%,
respectively, as the n increases from 2 to 3.

For a pure Rydberg series, the excitation cross section
should fall according to (n — 6)°, where J is the quantum
defect which arises from the nonspherical symmetry of H,
and deviation from the pure Coulomb field due to the finite
size of the charge distribution. The quantum defect of the B
13+, Cl,, B T/, and D 'II, states can be estimated from
their lowest observed level energy. Using IP = 124,417.507
cm ™! (Gilligan & Eyler 1992) and R;; = 109,677.576 cm 1,
we find that the quantum defects for the B !X, C '1,, B’
13+ and D II, states are 0.21, —0.08, 0.19, and —0.09,
respectively. The value of quantum defect suggests cross
section ratios of 3.9 and 3.3 for ¢°(B ', )/¢°(B’ 'Z,") and
a°(C 11,)/ ¢°(D 'I1,), respectively. The cross section ratios
obtained in the present work, however, are 5.5 and 5.9,
respectively. The differences are significantly larger than the
expected experimental errors and indicate that the simple
scaling formula does not work very well for the low-n states.

The predissociation of the D 'I1; state has been studied
by Julienne (1971), Fiquet-Fayard & Gallais (1972), and
Glass-Maujean et al. (1978, 1979). In the experimental work
of Glass-Maujean et al. (1978), absorption and atomic
hydrogen fragment Lyx emission spectra were recorded
simultaneously. The D 1, state was found to predissociate
fully from the v; = 3 level to the ionization limit. Moreover,
the lifetimes of J; =2 of the v; = 3-11 levels were deter-
mined to be (3.7-5.9) x 10~ 13’5 from the line width. In
addition to the coupling with the continuum levels of the B’
13+ state, Glass-Maujean et al. (1979) also suggested that
the coupling between the D 'I1,/ and B” 'Y, states might
be another predissociation channel for the v; = 10 and 11
levels of D T, state. The radiative lifetimes of the D 'TI,
state and v; = 0 1, and 2 levels of the D I1;} are calculated
to be in the range 0f23 x 107210 3.3 x 10~ s (Abgrall et
al. 1994). The emission branching-ratio for the J; = 2 and
v; = 3-11 levels of the D 'II; state is, at most 0.02%.
Hence the v; > 3 levels can 1ndeed be cons1dered to prediss-
ociate completely.

The relation between the excitation cross sections of the
I1* and I1~ components, ¢(IT*)(1-2 N;_,/N,) = o(I17), of
§ 4.4.2 are obtained with assumptions that (1) the effect due
to the difference in threshold energy is negligible; (2) the
sum of the P(J) and R(J) branch oscillator strengths () is
independent of rotational quantum numbers; and (3) the
sum the P(J) and R(J) branch oscillator strengths, (f; ;.
+f7.5-1), is equal to that of the Q(J) branch, f; ;. As all
threshold energies of H, excitation fall between 10.5 and
14.5 eV, the first assumption is unlikely to introduce any
significant errors if the excitation energy is above 30 eV.
However, the presence of local or accidental perturbations
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and significant rotational dependence of the Frank-Condon
factor, particularly for the vibrational bands that carry
large absorption oscillator strength, will invalidate the
second and third assumptions. For example, on the basis of
o(C MI;)=113 x10"*° cm? and o(C III})=128
x 107 1% cm?, the relation would erroneously suggest a dis-
sociation yield of ~9% for the C 'TI, state, when actually
the local perturbations between v = 12 and 14 of the B T}
and v = 2 and 3 of the C 'I1,/ are primarily responsible for
the deviation. Moreover, as the principal quantum number
increases, the energy separation between the npo
13+ and nprn 11, states decreases and the coupling between
the npo T and npr 11, increases. For large n, the energy
gaps between the npo X and nprn I1, Rydberg series are
no longer observed, and the rotational levels are solely
arranged on the basis of the rotational levels of the H; core
to which the series converge (i.e., Hund’s case d). Under
these circumstances, the npe 1T and npr 11 states are
strongly mixed and npz 'I1;} and npz 'TI, can no longer be
viewed as degenerate. According to the works of Herzberg
& Jungen (1972) and Dehmer & Chupka (1976), the tran-
sition from case b to case d occurs at about n = 8 for H,.
Thus, the cross section relation between o(I1") and o(I17) is
expected to totally break down when n > 8.

The predissociation yield of the D TI, state in Table 2 is
obtained by utilization of the cross section relation between
the IT* and I1~ components, which assumes the absence of
the 'Xf and 'I1f coupling. However, since the predissocia-
tion of the D 'II; state is a consequence of the coupling
between the v; > 3 level of the D 'TI;} and the continuum
levels of the B’ 13 state, the effect of the coupling on the
excitation cross section and predissociation yield also need
to be addressed. In general, a coupling between two states
results in a mixture of two wave functions and, therefore,
repartitioning of absorption oscillator strengths. However,
the sum of the oscillator strength over the two coupled
states does not change. The sum of the two excitation cross
sections is likewise not affected by the couplings. The cross
sections of the D 'TI,/ and continuum levels of the B’ T,
state in the absence of coupling can be estimated. For
instance, the cross section for the continuum levels of the B’
13+ state has been estimated to be 1.6 x 10718 cm? on the
basis of the calculated total continuum and discrete oscil-
lator strength of the P(1) transitions, which are free from D
I -B' 'X} couplings. The cross section of the D IT}
state is 1.35 times that of D T1, , or 2.3 x 10~ 18 cm?, based
on the measured D 'II, cross section, which is also free
from perturbation. The sum of the cross sections for the D
1} levels below the H(1s)+ H(2¢) limit (i.e., v; = 0 1, and
2) are measured or calculated to be 1.1 x 10~ ih cm?, Thus
the cross section for the D 'TI; levels above the limit is
12 x 107'® cm®. Since the cross sections for the v; >3
levels of the D 'T1," state and the continuum levels of the B
13+ state are similar (1.2 x 10718 ys. 1.6 x 107 18), the B’
12; -D 1,/ coupling, while responsible for the predissocia-
tion of the D 'TI, state, does not have a significant effect on
the magnitude of the cross section of the D I1} state and
continuum levels of the B' 'S, state. For example, in the
extreme case of 50%/50% mixing ratio, cross sections for
the v; > 3 levels of the D 'II; state and the contmuum
levels of the B’ I3k state both become 1.4 x 10~ '8 cm>.
The total cross sections for the B’ 'X, and D 'TI, states
change from 3.8 x 107'® and 4.0 x 10718 to 3.6 x 10~ 18
and 4.2 x 1078 cm?, respectively. The dissociation and
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predissociation yield for the B’ !X, and D I, state vary
from 44% and 30% to 39% and 33%, respectively. All these
variations due to the coupling are within the experimental
error.

The predissociation of the D’ T1; state has been studied
by Guyon et al. (1979), Glass-Maujean et al. (1978, 1987),
and Glass-Maujean (1979). Except for the v; =0 level,
which lies below the H(1s) + H(2¢) limit, all other v; levels
of the D' 1} state are predissociated by indirect couplings
with the B’ 'S, continuum levels. There are two coupling
mechanisms for the D’ 'TII;} state: Coriolis coupling with
the B” 1T} levels that are predissociated by homogeneous
coupling with the continuum levels of the B' ', state and
homogeneous coupling with the D I1; levels that are pre-
dissociated by Coriolis coupling with the B' !X, continuum
levels. Glass-Maujean (1979) has shown that the two pre-
dissociation mechanisms are of opposite sign and their con-
tributions to the predissociation of the D’ 'TI,;" destructively
interfere with each other. For the v; > 4 levels, the autoioni-
zation also takes place (Dehmer & Chupka 1976), although
there are some disagreements on the magnitude of autoioni-
zation probabilities (Glass-Maujean 1979). The predissocia-
tion yields for the J; = 1-4 of the v; = 1-7 levels of the D’
T1, state have been found to range from 60% to 95% with
uncertainties of 5%—-20% (Glass-Maujean et al. 1987). With
consideration of autoionization, emission branching ratios
of the v; > 1 levels of the D' 'TI, state are indeed very small.
In fact, emissions from these levels are too weak to be mea-
sured accurately in the present study. We note that the yield
of nonradiative process for the D’ 'TI," state (86%) obtained
in the present work is consistent with predissociation yield
and autoionization yields obtained by Dehmer & Chupka
(1976), Guyon et al. (1979), Glass-Maujean (1979), and
Glass-Maujean et al. (1987).

When one compares the cross sections obtained in the
present work and with those of Ajello et al. (1988) in Table
2, the previous cross sections are, in general, significantly
larger than the present ones. For example, the previous
emission cross sections for B’ 1T, D 'I1,, and D’ 'II, are
larger than the present ones by factors of 3.4, 1.5, and 3.0,
respectively. These large differences between the two sets of
the data are due to low spectral resolution (~5 vs. 0.115 A),
utilization of inaccurate transition probabilities and
neglecting of the 'Y, and 'TI,; perturbation in the previous
work. Since the predissociation yield is derived from excita-
tion and emission cross sections, the large errors in the
emission cross sections of Ajello et al. (1988) also suggest a
serious error in their predissociation yields.

The B X} and C TI, cross sections of Ajello et al. (1988)
are based on the experimental work of Shemansky et al.
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(1985a) and oscillator strengths of Allison & Dalgarno
(1970). Since the Allison-Dalgarno oscillation strengths are
obtained without consideration of rotational motion, it is
interesting to compare the Shemansky et al. (1985a) B 'Zf
and C 'TI, cross sections with the “perturbation-free ” cross
sections for B T} (238 x 107® cm?) and C I,
(265 x 10~ ° cm?) obtained in the present work. The differ-
ences between the two sets of cross sections are 12% and
5% for the B !X and C II, states, respectively. These
difference do not at first appear to be consistent. However,
it should be remembered that the previous B !X and C
1, cross sections have been reduced by 8% and 14%. If the
reduction, which has been shown to be incorrect by the
calculation of Dressler & Wolniewicz (1985), is removed,
the differences between the “perturbation-free ” and resto-
red previous B 'Y, and C 'II, cross sections are 20% and
19%, respectively. As explained in the work of Liu et al.
(1998), the difference is caused by the inaccurate excitation
functions of Shemansky et al.

6. CONCLUSION

High-resolution EUV emission spectra of molecular
hydrogen have been obtained in the wavelength range 800
1440 A. Application of a synthetic spectrum using the B
Br-X1'%f,C'M,-X =S, B 'Ef-X '57, and D 'I1,-X
'35 transition probabilities calculated by Abgrall et al.
(1993a, 1993b, 1993c, 1994) permits an instrumental sensi-
tivity calibration and measurement of emission cross sec-
tions of the B 'Y, D 'I1,, B” X, D' 'I1,, and D" 11,
states. Spectral analysis shows that the synthetic spectra
accurately reproduce observed intensities for B X f-X
'zf, € 'II-X 'Ef, and D 'II,-X 'X transitions.
However, significant discrepancies for a few vibrational
bands of the B' '%,-X 'S F transition also exist.
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